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Full-parameter performance simulation theory is shown for velocity azimuth display pulsed coherent 
Doppler lidar (VAD-PCDL). The parameters include not only VAD-PCDL parameters but also atmo-
spheric ones. Influences of these parameters regarding range-dependent intensity of heterodyne-detected 
signal and digital signal processing are considered. The simulation theory can be applied for general 
wind field cases. Example analysis of wind speed measurement error is shown for the case of sheared 
wind flow. Some cases of the vertical wind profiles with shear are set for the input, and wind speed mea-
surement using VAD scan is performed using the fast Fourier transform (FFT) based signal processing. 
Approach of Monte-Carlo computer simulation is applied. With this method, we analyze the wind speed 
measurement error caused by factors of (i) shear curvature, (ii) signal-to-noise (SNR) weighting, and (iii) 
height sensing error.
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1. Introduction

　Recent growing of wind energy industry needs larger wind turbines with higher hub heights. Under this background, 

wind resource assessments at higher heights become more important in advance of wind farm constructions with large 

wind turbines. This causes the necessity of extremely tall meteorological masts for traditional wind resource assessments 

using cup anemometers. To prevent the above-mentioned necessity, a coherent Doppler lidar (CDL) 1‒7) has been attractive 

since this device realizes remote wind sensing from the ground. Especially, the velocity azimuth display pulsed CDL 

(VAD-PCDL) 8, 9) provides vertical profiling of horizontal wind speed. A VAD-PCDL can be an alternative to a meteoro-
logical mast, even though it is still under discussed by the wind energy community if it can be a full replacement. The 

performances of VAD-PCDLs have been evaluated for the wind resource assessments in several measurement cam-
paigns 8‒15). Further, activities on this application toward international standardization have been carried on, and some 

recommended practices have been published by the international energy agency (IEA) task 16, 17). A VAD-PCDL is now 

a recognized device for wind resource assessments. However, there are some remaining issues toward wider application 

of wind resource assessments using VAD-PCDLs. One of the issues is understanding the influence of probe volume on 

wind measurement in inhomogeneous flow. A VAD-PCDL measures a weighted averaged wind speed within a probe 

volume even though a cup anemometer measures a wind speed at a certain point. This difference potentially causes 

measurement error for a VAD-PCDL if a wind speed at a certain point is defined as a true value. There are several kinds 

of inhomogeneous flow, for example, horizontal shear, wakes, and so on. Wind speed measurement errors of VAD-PCDLs 

with a set of fixed CDL parameters have been evaluated in several measurement campaigns under several wind flow 

conditions 8‒15). However, only few works have been performed for the influences of CDL parameters in these flows. 

Paper



14

Journal of Laser Radar Society of Japan, Vol. 5, No. 1（2024）

The influences of pulse shape (i.e., time profile of transmitting pulse energy of CDL) in wakes and horizontal shear have 

been studied 18, 19), but parameters which determine the range-dependent intensity of heterodyne-detected signal have not 

been considered. In addition, the influence of digital signal processing has not included in these works. For VAD-PCDLs, 

several parameters (for example, beam focusing distance, atmospheric transmittance, etc.) impact the range-dependent 

intensity of heterodyne-detected signal. Further, parameters for digital signal processing (time gate width, line-of-sight 

(LOS) wind velocity estimation algorithm, etc.) impact wind speed measurement accuracy. Therefore, simulation method 

for error analysis using more detailed model has been necessary for the understanding of VAD-PCDL measurement.

　In this paper, the performance simulation theory with full VAD-PCDL parameters is shown. Example analysis of 

wind speed measurement error is shown for the case of sheared wind flow. Although the influence of pulse shape has 

been considered in complex flow (i.e., wakes) 19), simpler wind flow of horizontal shear is assumed here. The under-
standing of measurement error in shear flow is very important, since it is one of representative and the most basic wind 

field in wind resource assessments.

　In the simulation of this paper, the model of the received signal (heterodyne-detected signal of a PCDL) is expressed 

as the summation of incoherent backscattered signals from the thin sliced atmospheric ranges and detector noise. The 

speckle effect, which is a feature of a PCDL signal, can be modelled by the above-mentioned summation. The intensity 

of the received signal from each sliced range is weighted using the signal to noise ratio (SNR) equation. Full PCDL 

parameters, including the pulse shape, range resolution, and focal range of laser beam, are considered in the simulation. 

The atmospheric conditions, including the atmospheric transmission, backscatter coefficient, and wind profile, are also 

considered. Some cases of the vertical wind profiles with shear are set for the input. Ideal horizontal wind profiles with 

vertical shear are assumed. Wind speed measurement using VAD scan is simulated using the fast Fourier transform 

(FFT) based signal processing in the Monte-Carlo method. Using this simulation, we analyze the wind speed measure-
ment error caused by factors of (i) shear curvature, (ii) SNR weighting, and (iii) height sensing error.

　The rest of this paper is organized as follows. Basic configuration and operation of a VAD-PCDL are shown in sec-
tion 2. Model of heterodyne-detected signal is described in section 3. Simulation procedure for error analysis is 

explained in section 4. Error sources are shown in section 5. Simulation parameters and results with some investigations 

are introduced in section 6 and 7. Comparison with past work is shortly investigated in section 8. Some parts of this 

paper have been presented in the 18th international symposium for advancement of boundary-layer remote sensing 

(ISARS) in 2016, but the proceedings had not been published because of unknown reasons. Minor differences exist 

regarding the simulation results between the previous presentation and this paper because of some correction on the 

detailed simulation. Further, detail explanations and new simulation results are newly shown in this paper.

2. VAD-PCDL

　The configuration of a VAD-PCDL is schematically shown in Fig. 1. The detail of each component is not explained 

here since this is outside the scope of this paper (for more detail, see an example 7)). A continuous wave laser light is 

transmitted and divided. A part of the divided light is sent to a balanced receiver as a local light. The other part is pulse 

modulated, amplified, and transmitted to the atmosphere through an optics. The backscattered light from aerosols in the 

atmosphere is received through the same optics and a circulator. The received light is heterodyne-detected with the local 

light by the balanced receiver. The heterodyne-detected signal is analogue-to-digital (A/D) converted and is processed 

by a signal processor, and a range dependence of line-of-sight wind velocity is estimated using range gating and spectral 

analysis using FFT and incoherent spectrum accumulation. The LOS wind velocity is estimated as the first moment of 

the spectrum, which is given by

VLOS =
λ

2MTS




p+w
i=p−w (i − p) · S (i)

p+w
i=p−w S (i)


 ,　　(1)

where 0 is the laser wavelength (m), M is the sample number in a range gate, T S is the sampling interval, S(i) is the 

spectrum obtained by FFT (a.u.), i is the frequency bin number, p is the peak frequency bin, and w is the width used for 

the first-moment operation. The FFT-based LOS wind velocity estimation with the above-mentioned moment operation 
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is influenced by shear flow or turbulence within a probe volume. However, this estimation method is an authentic one 

for processing of weather echoes 20), and it is widely used for the existing CDLs 9, 10) because of the merit of real-time 

processing and the high signal detection ability.

　The VAD-PCDL in the figure has four beams with 90 degrees interval for circumferential direction. The above-men-
tioned configuration with fiber-based circuit is basically same as the ones in 6, 7, 9). The line-of-sight (LOS) wind velocity 

is obtained for each beam with changing selected beam (from 1 to 4).

　The schematic of wind speed measurement for a VAD-PCDL is shown in Fig. 2. Wind speed vector at a certain 

Fig. 1　Schematic of VAD-PCDL configuration.

Fig. 2　Schematic of VAD measurement.
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height ((u(n h), v(n h)), n h: height number of range gates) are obtained by assuming homogeneous wind field as 9, 15)

u (nh) =
VL2 (nh) − VL4 (nh)

2 sinϕ
,　　(2)

v (nh) =
VL1 (nh) − VL3 (nh)

2 sinϕ
,　　(3)

where V Lb(n h) is the LOS velocity (m/s) of the beam number b (＝1, 2, 3, 4), and : is the cone angle (rad). The vertical 

wind component can be obtained using velocities of the beam 1,3 or 2,4 but is not considered here.

　The horizontal wind speed and direction are calculated by 9, 15)

Vh (nh) = u (nh)2 + v (nh)2 ,　　(4)

θh (nh) = tan−1 v (nh)
u (nh)

.　　(5)

3. Model of heterodyne-detected signal

　Here, a heterodyne-detected signal is expressed as the summation of incoherent backscattered signals from sliced 

atmospheric ranges and detector noise. This model is denoted in Fig. 3. The model of a heterodyne-detected signal is 

the one which has been denoted in past literatures 21, 22), and it is combined with the SNR equation 23, 24). The validity of 

the signal model has been confirmed in comparison with actual CDL data 21). The SNR equation has been evaluated 

experimentally in the past 6, 22). In general, a heterodyne-detected signal with an intermediate frequency and complex 

time samples are generated using an in-phase quadrature (IQ) detector and two channel A/D converters. Consequently, 

the signal in the digital domain is expressed as 22)

where m denotes the sample number corresponding to the time; i IT, the iteration number in the Monte-Carlo simulations; 

8, the sliced atmospheric range number; �t, the Full Width Half Maximum (FWHM) of the transmitting pulse (s) ; �L, 

the length of the sliced atmospheric range; and c, the speed of light (m/s). SNR (8) denotes the SNR at range number 8, 

which is the signal-to-noise ratio of the average signal power to the average noise power. N oise (m, i) denotes the com-
plex amplitude of the white Gaussian detector noise having normalized average power of 1, and x (8, i) denotes the 

complex amplitude of the signal from each atmospheric range and the complex statistically independent zero mean 

Gaussian variable with normalized average power of 1. This statistical property expresses the speckle effect of the sig-
nals. V L(8) denotes the line-of-sight (LOS) wind velocity of each sliced range (m/s) which corresponds to the assumed 

wind field. In the cases of a VAD-PCDL and ideal horizontal wind field (zero vertical wind), the LOS velocity is 

obtained by the projection of the horizontal wind speed to the LOS direction. P is the number of the sliced atmospheric 

ranges considered in the simulation should be considerably larger than the simulated range region. It is assumed that the 

SNR is constant in the above-mentioned atmospheric slices ranges and the spectrum of the transmitting pulse is the 

Fourier transform limit. It should be noted that only envelopes (i.e., intensity profiles) of signals from the sliced atmo-
spheric ranges are shown in Fig. 3, but the summation of these signals is performed in complex (i.e., electrical field) 

domain. This point is expressed in eq. (6).

　The SNR, which is proportional to the range-dependent intensity of heterodyne-detected signal, determines the 

range-dependent weighting of the signal in eq. (6), and is expressed as 24)

S (m, iIT ) =
2
√

ln 2 TS√
π∆t

·
P

τ=0

x (τ, iIT ) exp j
4πVL (τ)
λ

(m − 1) TS × exp −2 ln 2 · (m · TS − 2τ∆L/c)2

∆t2 · S NR (τ)

+ Noise (m, iIT ) ,

(1)

　　（6）
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S NR (τ) =
ηD (L) λEβK2L/1000πD2

8hBL2 ,　　(7)

where h is Planck’s constant (Js), E is the transmitting pulse energy (J), D is the receiving aperture diameter (m), L is 

the range (m) (＝8�L), which is given by L＝z/cos :, where z is the height (m). B is the receiver bandwidth (Hz), ' is 

the atmospheric backscatter coefficient (m －1 sr －1), and K is the atmospheric transmittance (km －1). , D is the system 

efficiency given by 24)

ηD (L) =
ηF

1 + 1 − L
LF

2 π(AC D)2

4λL

2
+ AC D

2S 0(L)

2
,
　　(8)

where A C is the correction factor, and the approximated diameter of the transmitting beam is A cD  24). , F is the far-field 

system efficiency. S 0(L) is the transverse coherent length (m), and if the refractive index structure constant (C n 2(m －2/3)) 

is constant along the beam path, S 0(L) is approximated by (1.1k 2LC n 2) －3/5 where k is the wave number (＝24/0). L F is 

the focal range of the transmitting beam (m). In cases of VAD-PCDL, this parameter is given by L F＝L h/cos:, where 

L h is the beam focusing height (m). The equations (7) and (8) show that the range dependence of SNR weighting is 

expressed by complex combination of several terms. These are (i) optical attenuation in the atmosphere (in numerator 

of eq. (7), which is caused by optical extinction and absorption), (ii) diffuse attenuation regarding aerosol scattering (L 2 

in denominator of eq. (7)), (iii) beam focusing effect (in second term of denominator of eq. (8)), (iv) aberration caused 

by refractive turbulence (in third term of denominator of eq. (8)), and (v) receiving aperture diameter (in second and 

third term of denominator in eq. (8)).

　The wind field is assumed to be ideal horizontal wind and has the simple power low formulation as 18)

U (z) = U0
z
z0

α

,　　(9)

where z 0 is the reference height (m), U 0 is the reference speed (m/s)which is set as a deterministic value, and & is the 

shear exponent of the horizontal wind speed. The LOS velocity in eq. (6) can be obtained using this equation and the 

cone angle in the VAD measurement. Several shear behaviors can appear under different atmospheric stability condi-
tions. However, the assumption of eq. (9) is suitable for the basis of understanding and this expression has been used in 

several wind field analysis 25, 26). The simulation for other shear models can be possible by simply substituting the wind 

field instead of eq. (9).

Fig. 3　 Schematic of signal from sliced atmospheric ranges. Each sliced range has a wind speed  
corresponding to a wind field.
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4. Simulation procedure

　Schematic of simulation procedure is shown in Fig. 4. Since the signal model of eq. (6) includes the random process, 

the Monte-Carlo simulation is used. The parameters which has the random process in eq. (6) are x(8, i), SNR(8), and 

N oise (m, i). A heterodyne-detected signal is generated by a computer, according to (6) and the random process described 

in section 3. Then, the signal is range-gated, and signal processing and velocity estimation are performed according to 

the algorithm corresponding to the selected velocity estimator. The schematic of the simulated heterodyne-detected 

signal and signal processing is denoted in Fig. 5. In the figure, N is the range gate number for the signal processing cor-
responding to the wind sensing ranges (which is different from the sliced atmospheric range number: 8). Following the 

Fig. 5　 Schematic of the simulated heterodyne-detected signal and 
signal processing.

Fig. 4　Schematic of simulation procedure.



19

Journal of Laser Radar Society of Japan, Vol. 5, No. 1（2024）

iterations of this simulation procedure, the periodogram (i.e. spectrum) is accumulated and the LOS velocity is obtained 

using the pre-determined method. The four direction (90 degrees interval) VAD is considered. The wind direction is 

assumed to be constant regarding its height profile and also to be the same as the horizontally projected vector of the 

two of the beams.

5. Error sources

　Basically, wind speed measurement error for VAD-PCDL is caused by asymmetry regarding wind profile and/or 

SNR weighting within a probe volume. The following three factors are considered. These are schematically shown in 

Fig. 6.

　-　  Shear curvature (Fig. 6(a)) : The error caused by this factor is expressed as ‘� C’ and given in per cent (＝(U l－
U t)/U t・100) where U l is the horizontal wind speed measured by a VAD-PCDL and U t is the true horizontal wind 

speed at the nominal height which is given by eq. (6).

　-　  SNR weighting (Fig. 6(b)) : This error is caused by the combined effect of the shear curvature and the SNR 

weighting. This is expressed as ‘� S’ and also given in percent. In general, the weighting has a peak value around 

the beam focusing height and decreases for other height region owing to the defocusing characteristic of eq. (7) 

and (8). For larger heights, the decreasing is more distinct owing to many sources (optical attenuation in the atmo-
sphere, etc.).

　-　  Height sensing error (Fig. 6(c)) : This error is caused by the combined effect of the shear curvature, the SNR 

weighting, and ＋0.65 m of sensing height error (i.e., sensing at 80.65 m instead of 80 m). The value of 0.65 m 

corresponds to one sampling interval in Table 2 which is projected from LOS to height direction. This is expressed 

Fig. 6　 Schematic of (a) : shear curvature, (b) SNR weighting, and (c) : height sensing error.
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as ‘� H’ and also given in percent.

Factors which are considered in the above-mentioned three errors (� C, � S, and � H) are shown in Table 1.

6. Simulation condition

　Simulation parameters are shown in Table 2. Simulations are performed for five shear exponent cases. The range of 

shear exponent has been set by referencing a past literature 18). The value of FWHM of the transmitting pulse corre-
sponds to probe length of 20 m. The beam focusing heights of 100 m and 200 m correspond to the focal ranges of trans-
mitting beam of 230.94 m and 115.47 m by considering the beam cone angle. Two receiving aperture diameters of 0.04 
m and 0.07 m are considered. The cone angle of 4/6 rad (＝30 degrees) is assumed. The above-mentioned instrumental 

parameters are set by referencing existing PCDLs 6, 7, 9). The above-mentioned variety of parameters causes changes of 

weighting function (i.e., height dependence of SNR). The height profiles of horizontal wind speed, pulse weighting, and 

SNR weighting are shown in Fig. 7. The pulse weighting is the same as the pulse shape, and it is projected to the height 

direction in the figure. This weighting corresponds to volume averaging effect for LOS (or height) direction and 

Table 1　Factors which are considered in three kinds of errors.

Table 2　Simulation parameters.
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becomes an error source in wind speed measurement. In some cases (for example, in the case of D＝0.04 m and F h＝
200 m), SNR weighting does not become maximum at a beam focusing height. This situation tends to appear when the 

approximated diameter of the transmitting beam (i.e., A cD in eq. (8), which is proportional to D), is small. In such a 

case, the beam focusing effect is weak and the range-dependent SNR attenuation in eq. (7) overcomes the beam focus-
ing effect in eq. (8). In general, steep change and stronger asymmetry of SNR weighting appears on height profile for 

larger D and lower F h. This is known from eq. (8), and can be seen in Fig. 7(c).

　The sampling interval of 5 ns corresponds to the LOS length of 0.75 m. The length of sliced atmospheric range of 

0.025 m is set smaller than the sampling interval. The set of sampling interval and sampling number in a range gate 

determines a range gate width, and it corresponds to the width of 21 m by projection to height direction. FFT is chosen 

as a velocity estimator. The LOS velocity is obtained from the first moment of the peak in the spectrum which is calcu-
lated using FFT. The spectral accumulation number of 50,000 is performed to reduce speckle noise.

　The instrumental parameters in Table 2 are just examples. Further discussion is needed for the general case. Further, 

Fig. 7　 Height profiles of (a) : Horizontal wind speed, (b) : Pulse weighting, and (c) : SNR weighting. 
The weighting in (c) is normalized by the maximum value for the case of D＝0.04 m and Fh＝
200 m. Tendency on SNR weighting on height is schematically explained in (c).
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the detector noise is neglected in the simulation of this paper to reduce the influence of random noise. Therefore, some 

of the parameters, of which the contribution to SNR is simply proportional (for example, atmospheric backscatter coef-
ficient, transmitting pulse energy, etc.), do not impact the simulation results. The values of these parameters are not 

denoted in the table. The value of the correction factor is the optimum one for the given diameter of the circular receiv-
ing aperture. This corresponds to the case that the 1/e 2 intensity beam diameter is 80% of the diameter of the aperture.

7. Simulation results

　The simulation results regarding the cases in Table 2 and Fig. 7 are shown in tables 3 to 6. True wind speed for each 

height and each case of shear exponent is additionally shown in the tables. It should be noted that the errors in the tables 

are relative values in unit of “%” (not “m/s”). If the error values in unit of “m/s” are same for multiple heights, the 

Table 3　Results of error analysis (D＝40 mm, F h＝200 m).

Table 4　Results of error analysis (D＝40 mm, F h＝100 m).
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error values in the tables tend to become larger for lower heights, since the true wind speeds have smaller values for 

lower heights (see, eq. (9) and the values of U t in tables 3 to 6). The NORSEWInD standard stated the acceptance crite-
ria of lidar performance for wind resource assessments, and the acceptance criteria for a linear regression slope between 

0.98 and 1.01 has been stated 14). This corresponds to －2% to＋1% error, and these values are references for investiga-
tion on the values in the tables. Basically, the error becomes larger when the change of wind speed or the SNR weight-
ing are steep and asymmetric. To clarify this tendency, representative values in the tables are plotted in Figs. 8 to 10. 

Figure 8 shows the comparison of height profiles of the three errors (caused by shear curvature, SNR weighting, and 

height sensing error) in the case of the receiving aperture diameter of 0.04 m and the beam focusing height of 100 m. 

The error caused by shear curvature is not so distinct compared with other error sources, but the error considering SNR 

weighting and height sensing error are more than ＋1% around the beam focusing height because of the steep change of 

Table 5　Results of error analysis (D＝70 mm, F h＝200 m).

Table 6　Results of error analysis (D＝70 mm, F h＝100 m).
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weighting at the region. It is known that the SNR weighting and heigh sensing error should be taken care of in wind 

resource assessment. Figure 9 shows the height profile of error � S (caused by SNR weighting) for each shear exponent 

for the case of same value of the receiving aperture diameter and the beam focusing height in Fig. 8. The error becomes 

larger for the larger values of shear exponent & and exceeds ＋1% in the case of &＝0.3 which is a realistic shear flow 

at the field for wind energy 18). Figure 10 shows height profile of � S regarding each condition of the receiving aperture 

diameter and the beam focusing height in the case of the above-mentioned realistic shear flow (i.e., &＝0.3). The larger 

Fig. 8　Height profile of each error (D＝0.04 m, F h＝100 m, &＝0.3).

Fig. 9　 Height profile of error caused by SNR weighting (� S) for each 
shear exponent (D＝0.04 m, F h＝100 m).

Fig. 10　 Height profile of error caused by SNR weighting (� S) for each 
condition of receiving aperture diameter and focal height (&＝0.3).
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receiving aperture diameter and the lower beam focusing height realize the higher SNR at the beam focusing height 

(see, Fig. 7(c)). The higher SNR contributes to high data availability which is outside the scope of this paper but import-
ant term in wind resource assessment 9). However, the above-mentioned situations (larger receiving aperture diameter 

and/or lower beam focusing height) cause steeper change and stronger asymmetry on SNR weighting around the beam 

focusing height (see eq. (8) and Fig. 7(c)). Therefore, the error � S caused by SNR weighting and � H caused by height 

sensing error become larger for these cases. Totally, the error is determined quantitively by the combination of the 

above-mentioned tendencies. Parameters of VAD-PCDL (especially, the receiving aperture diameter and the beam 

focusing height) should be optimized by considering requirements regarding wind speed measurement accuracy and 

data availability in wind resource assessment. This optimization can be realized by understanding the error sources (� C, 

� S, and � H) quantitively and independently. For example, if � S is the dominant factor in the error, the beam focusing 

effect should be reduced by tuning the receiving aperture diameter or the beam focusing height. If, only � H is dominant, 

the sampling interval of A/D converter should be shorter. If � C is dominant, this means the error source is the wind 

field itself. In such a case, making pulse width shorter for higher range resolution might be effective. This reduces the 

volume averaging effect along with LOS direction, even though the shorter pulse causes spectral broadening and nega-
tive influence on the accuracy of wind speed measurement. This influence should be paid attention.

　In the tables, the three errors become small and theoretically should be zero for the cases of &＝0, since wind speed 

uniformly distributes in this case. There are contradictions with the values lower than or equal to 0.2% which do not 

correspond to the above-mentioned theory. The error of 0.2% is not negligible by considering the acceptance criteria 

(wind speed measurement accuracy of 1%) in wind resource assessment 14). The reason of the contradictions should be 

investigated further, but this may be caused by the limited iteration number of the Monte-Carlo simulation (i.e., 16,000) 

or the thickness of sliced atmosphere. Also, there is a possibility that the signal processing algorithm (i.e. FFT-based, 

here) is the source of this irregularities. The interval of Doppler velocity bin in the spectrum, which is determined by 

the wavelength, sampling interval, and the sample number in the range gate, is 4.84 m/s. On the other hand, the wind 

speed at the reference height of 80 m is 10 m/s, and the error corresponding to 0.2% error is 0.02 m/s (see Fig. 11). 

This error corresponds to the 1/242 (very small) of the velocity bin interval. Therefore, it is not easy to realize this 

velocity estimation accuracy, even though the spectral moment estimation of eq. (1) could realize the accurate estima-
tion with 0.2% as shown in tables 3-6. Some additional processing (for example, zero-padding 27)) has potential to 

reduce the error. However, the simple FFT-based method has been employed here since this method has an advantage 

regarding the real-time processing. The effect of the above-mentioned additional processing can be simulated easily by 

adopting the processing to the simulated heterodyne-detected signals.

Fig. 11　Schematic of velocity bin of spectrum.
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8. Comparison with past works

　Here, the simulation procedure of this paper is compared with the past work which investigated the error in shear 

flow. The comparison is summarized in Table 7. While the procedure in the past works 18, 19) has used simplified numeri-
cal integration, this paper has employed the full Monte-Carlo simulation. Pulse shape is the only PCDL parameter 

which has been considered in the past works 18, 19). This means the error which has been investigated in the past 

works 18, 19) was only � C. The influences of SNR profile and A/D conversion have been considered only in this paper. 

Consideration of these factors can be possible also for the past works 18, 19) by modifying the equation. However, the 

influences of the speckle noise, detector noise, spectral accumulation, and estimation algorithm can be considered 

exactly only in this paper. The weak point for the procedure of this paper is the time consumption. The simplified 

method of the past works 18, 19) is suitable to know rough tendency of influences regarding shear condition and PCDL 

performance.

9. Conclusions

　Full-parameter performance simulation theory was shown for VAD-PCDL. Example analysis of wind speed measure-
ment error is shown for the case of sheared wind flow. Some cases of the vertical wind profiles with shear were set for 

the input, and wind speed measurements using VAD scan were simulated using the FFT based signal processing. The 

larger receiving aperture diameter and the lower beam focusing height realize higher SNR at the beam focusing height 

and contributes to high data availability. However, these situations caused steeper SNR weighting around the beam 

focusing height. The errors caused by SNR weighting and/or height sensing error became larger for these cases while 

the shear curvature was not so distinct compared with other error sources. The errors regarding SNR weighting and 

height sensing error were more than ＋1% in some cases, and this error cannot be ignored in wind resource assessments 

if the NORSEWInD standard is referred. The simulation theory and results of this paper can clarify the source of errors 

in VAD-PCDL measurement. This clarification contributes to the optimized parameter design of VAD-PCDL (especially, 

the receiving aperture diameter and the beam focusing height), by considering requirements regarding horizontal wind 

speed measurement accuracy and data availability in wind resource assessment for wind energy application.

　Although the wind field of this paper is limited in a simple case (i.e., horizontal shear with power law), the 

above-mentioned tendency on measurement error can be the basis of understanding for general wind field cases. The 

detector noise was neglected in the concrete simulation. However, this influence can be considered simply by using the 

noise term in eq. (5). Although the simulation in this study is limited for the case of a flat terrain, this can be modified 

for the measurement in a complex terrain by using the complex wind flow as an input. The application to the floating 

Table 7　Comparison between simplified numerical integration and full Monte-Carlo simulation.
（○ : considered, × : not considered）
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VAD-PCDL systems for the offshore wind resource assessment is also possible, by combining with the motion of the 

buoy and the motion compensation algorithm. The scope of this paper has been limited in pulsed CDLs even though 

continuous-waves CDLs (CCDLs) have been also used in wind resource assessments 10, 11, 14). Ranging in a CCDL is 

performed by utilizing the beam focusing effect, therefore, error caused by SNR weighting should be considered more 

carefully.
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